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a b s t r a c t 

Digital (forensic) investigations will be increasingly important in both criminal investiga- 

tions and civil litigations (e.g., corporate espionage, and intellectual property theft) as more 

of our communications take place over cyberspace (e.g., e-mail and social media platforms). 

In this paper, we present our proposed Natural Language Processing (NLP)-based digital in- 

vestigation platform. The platform comprises the data collection and representation phase, 

the vectorization phase, the feature selection phase, and the classifier generation and eval- 

uation phase. We then demonstrate the potential of our proposed approach using a real- 

world dataset, whose findings indicate that it outperforms two other competing approaches, 

namely: LogAnalysis (published in Expert Systems with Applications , 2014) and SIIMCO (pub- 

lished in IEEE Transactions on Information Forensics and Security , 2016). Specifically, our pro- 

posed approach achieves 0.65 in F1-score and 0.83 in precision, whilst LogAnalysis and SI- 

IMCO respectively achieve 0.51 and 0.59 in F1-score and 0.49 and 0.58 in precision. 

© 2021 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1 
1. Introduction 

Online communication platforms, such as e-mails and social
networks, are an important communication and information
dissemination platform, and have the potential to be crimi-
nally and politically exploited. Recent high profile examples
include the relatively recent fake news incidents associated
with the U.S. election. For example, Lazer et al. (2018) in their
article published in Science reported that “fake news stories
have gone viral on social media” and emphasized the need for
∗ Corresponding author. 
E-mail addresses: sundm16@mails.jlu.edu.cn (D. Sun), xiaolu.zhang

Choo), hul@jlu.edu.cn (L. Hu), wangfeng12@mails.jlu.edu.cn (F. Wang). 
https://doi.org/10.1016/j.cose.2021.102210 
0167-4048/© 2021 Elsevier Ltd. All rights reserved. 
the research community and other stakeholders “to promote
interdisciplinary research to reduce the spread of fake news
and to address the underlying pathologies it has revealed”.
Similar observation is reported in the more recent COVID-19
pandemic, as explained in a Nature video 1 . 

There have also been reports and concerns that terrorists
and other criminal organizations exploiting social networks
to facilitate their illegal activities, such as establishing private
@utsa.edu (X. Zhang), raymond.choo@fulbrightmail.org (K.-K.R. 
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ommunication channels to communicate or disseminate in- 
ormation ( Goodman, 2019; Keatinge and Keen, 2019 ). Hence,
t is not surprising that government agencies have also paid 

lose attention to the investigation of such platforms or com- 
unication channels. For example in June 2018, the U.S. De- 

artment of Homeland Security designed a new online edu- 
ational training course titled ‘Countering Terrorists Exploita- 
ion of Social Media and the Internet’ to members of the Global 
nternet Forum to Counter Terrorism (GIFCT) 2 . 

It can, however, be challenging for (non-authoritarian) gov- 
rnments and service providers to scrutinize and monitor all 
sages and communications, without infringing on the pri- 
acy of the citizens and users. Hence, there have been focus 
n designing digital investigation techniques for studying dif- 
erent networks, such as social networks ( Xu and Chen, 2005 ).
xisting research tends to focus on building a graph of indi- 
iduals’ relationship in a communication network. In such ap- 
roaches, the key is to identify the most ‘closest’ associates of 
 known target ( Lee et al., 2018; Liu et al., 2019b ). Generally,
uch approaches seek to achieve improved precision, recall 
nd/or F1-score, but ignore the importance of the content of 
he conversation/message. Consequently, the approaches can 

e highly case dependent (designed for specific outcomes),
ave low accuracy, and are less friendly for digital investiga- 

ion. For instance, in the shooting rampage at the Gilroy Garlic 
estival 3 , the shooter had allegedly expressed his anger on his 
acebook page prior to the shooting. However, this post did not 
ttract the attention of relevant stakeholders until after the 
hooting. This is not surprising, as the shooter was not report- 
dly a known threat on the social network, and hence his post 
ay not be highly weighted using conventional approaches. 
Therefore in this paper, we design a digital forensic inves- 

igation platform, using Natural Language Processing (NLP),
ocial network vectorization, feature selection, and machine 
earning (ML) techniques, as the key building blocks. Unlike 
onventional approaches, the proposed platform focuses on 

oth the relationship between individuals and the content of 
he communication. Specifically, the platform utilizes the un- 
upervised NLP model to extract topics from the content of 
ommunication messages, and then applies feature selection 

o rank the topics in order to find the most weighted topics 
ssociated with the target individual(s). With the ranked top- 
cs, the platform can train classifiers with known generators 
 algorithms, and the output from the most effective classi- 
er (which can vary between different metrics) is then used 

o facilitate further investigation. 
In the next section, we will review the extant literature.

hen in Section 3 , we will present the proposed platform,
rior to evaluating its performance in Section 4 . A comparative 
ummary demonstrates that the proposed platform outper- 
orms two other competing approaches, namely: LogAnalysis 
y Ferrara et al. (2014) and SIIMCO by Taha and Yoo (2016a) . Our 
roposed platform is also more digital investigation friendly,
2 https://www.dhs.gov/blog/2018/06/11/dhs-announces- 
aunch- countering- terrorists- exploitation- social- media- and- 
nternet , last accessed Jul 23, 2020. 

3 https://www.latimes.com/california/story/2019- 07- 29/ 
ilroy- garlic- festival- shooting- suspect , last accessed May 23, 
020. 
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ince using the keywords produced by feature selection can 

otentially result in additional digital investigation artifacts.
e discuss the implications of our research in Section 5 . Lastly 

n Section 6 , we conclude this paper. 

. Related work 

igital investigation approaches, such as those designed 

or social network forensics, can be individually-oriented or 
lobally-oriented ( Ghani et al., 2018 ). Individually-oriented 

igital investigation includes data acquisition and analysis 
n an individual’s computing device such as a mobile device,
nd mainly focuses on retrieving digital investigation arti- 
acts from the user’s account ( Arshad et al., 2020; Knox et al.,
020; Shao et al., 2019; Stoyanova et al., 2020 ). For example,
zfar et al. (2017) , Chu et al. (2011) , Walnycky et al. (2015) , and
orouzizadeh Dezfouli et al. (2016) conducted digital investi- 
ation analysis of popular Android and iOS social media ap- 
lications (apps) and demonstrated the types of artifacts that 
ould be recovered for digital investigation. 

Globally-oriented digital investigation, on the other hand,
ocuses on a broader acquisition and analysis, with the aim of 
ecovering as many implicit relations between individuals as 
ossible ( Alqassem et al., 2018; Liu et al., 2019a ). For exam-
le, Huber et al. (2011) proposed an approach to crawl data 
rom an online social network. Specifically, using Facebook 
s a case study, the authors demonstrated how data acquisi- 
ion could be carried out. Globally-oriented analysis could be 
elpful in identifying influential members of a criminal orga- 
ization, as well as identifying the leader(s). For example, SI- 

MCO ( Taha and Yoo, 2016a ) was designed to build an overview 

raph that highlights individuals with a strong relationship 

ith known criminals in a social network. Subsequent ex- 
ensions to this work include optimizing leader identification 

 Taha and Yoo, 2016b ) and communication path identifica- 
ion ( Taha and Yoo, 2019 ). Another related work is LogAnalysis 
 Ferrara et al., 2014 ), which was proposed to facilitate crimi- 
al detection. LogAnalysis was evaluated using a social net- 
ork dataset built using phone call records. As our proposed 

pproach is most similar to SIIMCO and LogAnalysis, we will 
ompare the performance of both approaches with our pro- 
osed approach (see Section 4.4 ). 

There have also been interest in using artificial intel- 
igence (AI; broadly defined to include both machine and 

eep learning) techniques to discover suspicious behaviors 
n a social network. For example, Bindu et al. (2017) pro- 
osed an unsupervised learning approach and demonstrated 

hat it is capable of detecting anomalous users automati- 
ally from a static social network. However, the assumption is 
hat the structure of the network is not dynamically changed.
assanpour et al. (2019) used deep convolutional neural net- 
orks for images and long short-term memory (LSTM) to ex- 

ract predictive features of textual data obtained from Insta- 
ram. Specifically, they demonstrated that their approach is 
apable of identifying potential substance use risk behavior,
nd inform risk assessment and intervention strategy formu- 
ation. Tsikerdekis (2016) utilized machine learning to iden- 
ify deceptive accounts at the time of attempted entry to a 
nline sub-community for prevention. Similarly, the approach 

https://www.dhs.gov/blog/2018/06/11/dhs-announces-launch-countering-terrorists-exploitation-social-media-and-internet
https://www.latimes.com/california/story/2019-07-29/gilroy-garlic-festival-shooting-suspect
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of Ruan et al. (2016) utilizes machine learning to detect com-
promised accounts based on the online social behaviors of
the accounts. Fazil and Abulaish (2018) proposed a hybrid
approach for detecting automated spammers in Twitter, us-
ing machine learning to analyze the relevant features, such
as community-based features (e.g., metadata, content, and
interaction-based features). In another independent work,
Cresci et al. (2017) utilized machine learning to detect spam-
mers by using digital DNA technology. Specifically, the social
fingerprinting technique was designed to discriminate among
spambots and genuine accounts in both supervised and unsu-
pervised fashions. Other approaches utilizing AI techniques
for different applications include those of Fu et al. (2018) and
Shams et al. (2018) . 

NLP is another technique that has been applied in social
network analysis ( Al-Zoubi et al., 2017 ). For example, to ver-
ify the owner of a social account, Keretna et al. (2013) uti-
lized a text mining tool (Stanford POS tagger) to extract fea-
tures from Twitter posts that can represent someone’s writ-
ing style. The features were then utilized for building a learn-
ing module. The approach of Lau et al. (2014) applied both
NLP and machine learning techniques on data acquired from
Twitter. By testing different NLP and machine learning ap-
proaches, Latent Dirichlet Allocation (LDA) and Support Vec-
tor Machine (SVM) reportedly provided the best Area Under
the ROC Curve (AUC). Other related works include that of
Egele et al. (2017) , which was designed to detect compromised
accounts on social networks, by analyzing the content of the
message and collectively analyzing other features. Anwar and
Abulaish (2014) presented a unified social graph based text
mining framework to identify digital evidence from chat logs
data, based on the analysis of users’ conversation and interac-
tion data in the social network. The approach of Wang et al.,
2018 considers each HTTP flow generated by mobile apps as
a text, utilized natural language processing to extract text-
level features and then used the text semantic features of net-
work traffic to develop an effective malware detection model
for detecting android malware. The approach presented by Al-
Zaidya et al. (2012) was designed to efficiently identify relevant
information from a large volume of unstructured textual data,
using a systematic method to discover and visualize the crim-
inal networks from documents obtained from a suspects ma-
chine. Louis and Engelbrecht (2011) analyzed textual data to
discover evidence, utilizing unsupervised information extrac-
tion techniques. Such an approach can potentially identify ev-
idence that is missed using a simple keyword search. 

3. Our proposed approach 

In this section, we will introduce our proposed approach,
which comprises the following four phases: 

1. Data collection and representation (see also
Section 3.1 ): This phase takes as input raw data from
a communication network that includes known crim-
inal/noncriminal individuals and their conversations.
Therefore, prior to the next phase, the communication
network is considered as a set of individuals and their
conversations (e.g., a text message or an interactive
document), which are labelled as vertices and edges
respectively. 

2. Vectorization (see also Section 3.2 ): On the premise that
the frequency and content of conversations between in-
dividuals in a communication network are crucial in de-
termining criminal association(s), in this phase, we uti-
lize an unsupervised NLP model to abstract meaningful
topics from those conversations (edges) by which each
individual (vertex) is represented with a group of edges
that are vectorized with the probability distribution of
the topics. 

3. Feature selection (see also Section 3.3 ): Since the num-
ber of topics involved in conversations can be extremely
large, to remove those topics without (significantly) in-
fringing user privacy, we adopt a feature selection al-
gorithm in this phase. This also allows us to enhance
the performance of the classifiers generating in the next
phase. 

4. Classifier generation and evaluation (see also
Section 3.4 ): In this final phase, the distribution of the
selected topics is used to represent the vertices. Classi-
fiers are generated using known generators/algorithms.
According to the metrics of relevance/interest, the most
effective classifier can be determined and utilized for
future criminal investigation(s). 

3.1. Data collection and representation 

Communication messages posted by individuals involved in
the incident (e.g., criminals and their associates) are relevant
and differ from those posted by non-criminals. The data col-
lected for this phase is intended to be used to train classi-
fiers. From a practitioner’s perspective, the dataset can be built
using the data obtained from an existing case and/or prior
cases, involving known accounts/abnormal accounts (e.g., hu-
man/sex trafficking organizations, organized crime groups
terrorists and/or illegal accounts). Sources of the collected
conversation data include computing devices used to access
the communication network (e.g., mobile devices and apps
such as Outlook and Gmail apps), service providers (e.g., Face-
book, Twitter and Snapchat), internal communication servers,
and an Internet Service Provider (ISP), as long as the data
meets the criteria below. Otherwise, data cleaning will be re-
quired to ensure that the criteria are met. 

• The sender and the receiver involved in a conversation
can be identified (e.g., based on the information pro-
vided during account registration). 

• If a post/message (e.g., a Twitter post and an announce-
ment on a microblog) did not specify a receiver, the
sender must be identifiable. 

• The conversation captured must be in clear-text or be
able to convert to clear-text. 

• The criminals/illegal accounts in this communication
network must be labeled. 

When the raw data is acquired, the proposed approach will
represent the communication network with G = (V, E) , where

is a set of vertices (or individuals) in the communication
network, and E is a set of edges (or conversations) – see Fig. 1 .
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Fig. 1 – Representation of a simple communication network 

structure in our proposed system. 
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Table 1 – Vertices before the feature selection. 

Samples (vertices) t 0 t 1 t 2 t 3 t 4 y (label) 

v 1 1 0 0 0 0 0 
v 2 0 0 0.6 0.1 0.3 1 
v 3 0.4 0.2 0.1 0 0.3 0 
v 4 0 0.5 0 0 0.5 1 

Table 2 – Vertices after the feature selection. 

Vectors (vertices) t 0 t 1 t 3 y (label) 

v 1 1 0 0 0 
v 2 0 0 0.1 1 
v 3 0.4 0.2 0 0 
v 4 0 0.5 0 1 
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4 In information theory, MI is utilized for measuring the interde- 
pendence among variables. 
.2. Vectorization 

n this phase, the proposed approach utilizes LDA ( Blei et al.,
003 ) to abstract a number of topics from the conversation (as- 
ociated with the edges). The distribution of these topics in 

ach edge can be calculated and used for vectorizing the edge.
s Eq. 1 shows, when an estimated number of topics t is as- 
igned for building an LDA model, the edge e i can be converted 

o vector θi that includes the probability (e.g., P(z j | e i ) ) of each
opic z j in this edge (or conversation). 

i = 

(
P ( z 1 | e i ) , P ( z 2 | e i ) , . . . , P 

(
z j | e i 

)
, . . . , P ( z t | e i ) 

)
(1) 

However, to decide t the perplexity of a LDA model can 

e used as a reference. This basically indicates how well the 
odel describes the edges. Eq. 2 shows how perplexity is cal- 

ulated, where p(w ) is the probability of a word output from a 
DA model and N is the number of the word that appears all 
ver the edges. Therefore, the proposed approach calculates 
he perplexity for a range of LDA models and then selects one 
ith the lowest perplexity for this vectorization phase. 

perpl exit y = e −
∑ 

log (p(w )) 
N . (2) 

Next, as Eq. 3 shows, vertices (e.g., v k ) can be vectorized 

ith the vector of their n edges. 

 k = { θ1 , θ2 , . . . , θn } . (3) 

Prior to moving to the next phase, as each vertex may have 
ifferent number of edges, the proposed approach normalizes 
ach vertex with Eq. 4 . The normalized vertex reflects an av- 
rage distribution of the topics across these edges. 

 = 

( θ1 + θ2 + . . . + θn ) (4) 
k n 
.3. Feature selection 

s the varying size of the conversations/messages the vectors 
enerated from the last phase can be high-dimensional, the 
roposed approach utilizes Composition of Feature Relevancy 

CFR) ( Gao et al., 2018 ) to reduce the dimensions of v k . CFR
s a feature selection algorithm based on Mutual Information 

MI 4 ) that can discover the impact for each topic (hereafter,
 topic is also considered as a feature for ‘feature selection’).
q. 5 ( Gao et al., 2018 ) shows how CFR works. For readers who
re unfamiliar with CFR, the sample data is given in Tables 1 
nd 2 . 

Table 1 includes a group of sample vertices (from v 1 to v 4 )
hat are represented by topics from t 0 to t 4 . Each topic has
 distribution for these vertices. Assuming that the desired 

umber of selected features is set to three, the features’ distri- 
ution in Table 1 will be sent to CFR ( Eq. 5 ) as the input X k and,
hen the features which are ranked having the largest output 
(X k ) will be moved to the selected feature set. This process 
ill be repeated twice on the remaining features until all three 

eatures are found. 
For instance, as the selected feature subset S started empty 

q. 5 and was identical to J(X k ) = I(X k ; y ) until the first feature
as found from Table 1 . As label Y (which indicates whether 

he vertex is criminal – 1 or non-criminal – 0) was known, J(X k ) 
an be calculated for each feature as J(t 0 ) = J(t 1 ) = 1 . 0 > J(t 2 ) =
(t 4 ) = 0 . 67 > J(t 3 ) = 0 . 19 . Therefore, t 0 was the first feature
dded to the feature subset. Similarly, t 3 was selected as the 
econd feature since J(t 3 ) = −0 . 19 > J(t 2 ) = J(t 4 ) = −0 . 67 >
(t 1 ) = −1 . 0 and t 1 was selected as the third feature since J(t 1 ) =
(t 4 ) = 0 . 38 > J(t 2 ) = −0 . 62 . Thus, the selected feature set was
reated and shown in Table 2 . 

 ( X k ) = 

∑ 

X j ∈ S 

{ 
I(X k ;Y| X j ) − I(X k ;Y; X j ) 

} 
(5) 

Since the size of the selected feature set may impact the 
erformance of the classifier, our proposed approach builds 
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5 https://github.com/Sun121sun/ENRON- EMAILS- AND- 
EMPLOYEE . 
classifiers with every possible number of features and then
sorts out the optimal classifier that can be utilized – see
Section 3.4 . 

3.4. Classifier generation & evaluation 

With the selected feature set obtained from the preceding
phase, the proposed approach now generates a group of clas-
sifiers (again, the proposed approach is designed to find the
most effective classifier for the given communication net-
work) with commonly used classifier generators, such as Ad-
aBoost (AB), Decision Tree (DT), Naive Bayes (NB), Logistic
Regression (LR), Random Forest(RF) and Support Vector Ma-
chines(SVM). 

In the proposed approach, we use ‘scikit-learn’, an existing
Machine-Learning module in Python, in which those classi-
fier generators needed were pre-implemented. The process for
training the classifiers is typical and programmatically stan-
dardized. An example for creating an AdaBoost classifier with
‘scikit-learn’ is given in the following steps: 

1. Initialize the generator: 

2. Train the classifier cl f _ ab with a selected feature set (e.g.,
data in Table 2 ): 

In the above equation, v and y denote the vectors (e.g., v 1 - v 3
in Table 2 ) and their label (e.g., the value in the column y ),
respectively. Function f it(. ) trains a classifier with the data
input. 

Again, to find the most effective classifier, the proposed ap-
proach evaluates them in terms of metrics such as precision,
recall and F1-score. However, by default, F1-score is consid-
ered our primary metric as it is a more comprehensive mea-
sure that considers both the precision and the recall. Since the
calculation for these values is well-known, we omitted the dis-
cussion of these metrics. 

In addition, to apply a classifier to facilitate criminal inves-
tigation, the test data must go through the vectorization pro-
cess first (see Section 3.2 ). Then, the vector of each vertex can
be loaded to function predict(.. ) of the instance of this classifier.
As the listing below shows, label y _ pre (criminal/noncriminal)
can be predicted for a vertex x _ t est . 

4. Evaluation and findings 

In this section, we explain our evaluation setup and the find-
ings. First, we validate the performance of the proposed ap-
proach using a real-world dataset (see Sections 4.1 and 4.2 ).
Then, we compare the performance of the proposed ap-
proach with and without feature selection using the same
dataset. The findings highlight the necessity of feature se-
lection (see Section 4.3 ). Lastly, we compare the proposed
approach with LogAnalysis ( Ferrara et al., 2014 ) and SIIMCO
( Taha and Yoo, 2016a ), and present the comparative summary
of their performance and that of our proposed approach (see
Section 4.4 ). 

4.1. Dataset & environment setup 

We used the real-world dataset from the Enron Email Corpus
( Enron Email Dataset, 0000; Keila and Skillicorn, 2005 ). To clean
the dataset, we preprocessed the dataset by removing dupli-
cates, junk mails, undelivered and empty Emails and punctu-
ation marks (for applying LDA). Thus, in total, 47,468 emails
sent/received from/to 166 former Enron employees remained,
in which 25/166 employees were confirmed ‘criminals’ (indi-
viduals allegedly found to be involved in the fraudulent activi-
ties). For reproducibility, we post both the original dataset and
the processed dataset on our GitHub repository 5 . 

Our proposed approach applies a transductive method,
that is the LDA model is applied on the entire dataset. Then,
as the dataset was considered relatively imbalanced (only
25/166 employees are criminals), the framework was evalu-
ated across a 5∗2 Nested Cross Validation, in which the prepro-
cessed dataset was split into five folds. Each fold can poten-
tially be chosen to be the test set and the remaining four were
then used for another 2-fold validation, where if 1 fold became
a training set the other must become the validation set. The
training set was used for classifier training, in which each gen-
erator built a group of classifiers for each possible number of
topics which was larger than 0 and less than or equal to the
number given by the LDA who gained the smallest perplex-
ity. The validation set was used for testing these classifiers in
terms of precision, recall and F1-score. Only the best classi-
fiers for each metrics were recommended to the investigator
and evaluated in the test set. 

The evaluation was performed on a Ubuntu 5.4.0 PC with
16GB RAM, and our proposed approach was implemented us-
ing Python. 

4.2. Performance validation 

As Fig. 2 shows, we found that the LDA model gained the
smallest perplexity and was built with 210 topics (due to our
prior experience, 10 to 250 topics were tested). Thus, prior to
classifier generation, the given dataset was vectorized with
this 210-topic LDA model. 

Next, we went through the 5 ∗2 Nested Cross Validation. For
each of the outer 5 folds, each classifier generator built classi-
fiers for all possible top n ( 1 ≤ n ≤ 210 ) topics (that were ranked
by CFR) from the training set (thus, 210 classifiers were cre-
ated per generator). Then, the 210 classifiers generated were
applied to the validation set in order to find those with the
best performance. We remarked that in a real-world scenario,

https://github.com/Sun121sun/ENRON-EMAILS-AND-EMPLOYEE
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Fig. 2 – The perplexity of LDA models. 

Table 3 – The performance for each type of classifier in each fold. 

Fold Metrics DT NB AB LR RF SVM 

Fold 
1 

Precision (0.5484,129) (0.7143,200) (0.6154,78) ( 0.9375 ,67) (0.8735,88) (0.5376,86) 
Recall (0.6400,118) ( 0.9600 ,75) (0.6000,60) (0.6000,52) (0.5800,78) (0.6237,93) 
F1-score (0.5556,177) (0.5063,72) (0.5714,95) ( 0.7500 ,182) (0.6700,162) (0.6683,72) 

Fold 
2 

Precision (0.6087,102) (0.2432,57) (0.4118,46) (0.5625,105) ( 0.7936 ,83) (0.3944,80) 
Recall (0.4400,132) ( 0.6400 ,75) (0.4000,135) (0.3600,103) (0.4937,77) (0.5453,102) 
F1-score (0.5833,181) (0.4545,70) (0.4167,111) (0.4500,135) ( 0.6071 ,35) (0.4725,83) 

Fold 
3 

Precision (0.5000,172) (0.5882,180) (0.5588,108) (0.7692,52) ( 0.8920 ,63) (0.5929,99) 
Recall (0.5200,120) ( 0.9200 ,35) (0.6800,119) (0.6400,112) (0.7223,97) (0.7369,105) 
F1-score (0.5714,151) (0.5000,191) ( 0.7556 ,94) (0.6511,153) (0.6928,128) (0.6638,175) 

Fold 
4 

Precision (0.4857,145) (0.6875,206) (0.5000,112) (0.7500,89) ( 0.8333 ,107) (0.5121,79) 
Recall ( 0.7600 ,179) ( 0.7600 ,81) (0.6400,157) (0.6800,104) (0.6635,93) (0.6398,124) 
F1-score (0.5818,117) (0.5366,195) (0.5714,138) (0.6883,136) ( 0.7226 ,65) (0.5939,19) 

Fold 
5 

Precision (0.5263,183) (0.3947,54) (0.5600,83) (0.6818,96) ( 0.8367 ,78) (0.4398,81) 
Recall (0.4000,124) ( 0.7600 ,78) (0.6000,94) (0.6000,95) (0.5853,100) (0.6599,128) 
F1-score (0.4889,142) (0.5455,194) (0.5490,158) (0.6522,90) ( 0.6971 ,158) (0.5369,90) 

Table 4 – The average precision, recall and F1-score for 
each type of classifier through the Nested Cross Valida- 
tion. 

Metrics DT NB AB LR RF SVM 

Average Precision 0.5338 0.5256 0.5292 0.7402 0.8332 0.5169 
Average Recall 0.5520 0.8080 0.5840 0.5760 0.5932 0.6321 
Average F1-score 0.5562 0.5086 0.5728 0.6223 0.6500 0.5634 
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elected classifiers should be classifiers that are applied to an 

nlabeled dataset for criminal prediction. As Table 3 shows,
e listed 3 classifiers per generator per fold, which had the 
est F1-score, recall and precision. For each classifier, we also 

ncluded the number of the ranked features utilized for their 
eneration. 

In Table 4 , we further calculated the average precision, re- 
all and F1-score for these generators, in which NB gained the 
est average recall (0.81), and RF had the best average preci- 
ion (0.83) and the best average F1-score (0.65). 

.3. Feature selection vs. no-feature selection 

e posited that feature selection plays a significant role in 

ur proposed approach outperforming the two other compet- 
ng approaches and conventional approaches, we intended to 
est how the proposed approach works without feature se- 
ection. To exclude feature selection, the classifier generators 

ust use the entire feature set (210 features in this case) ob- 
ained from LDA. Thus, we simply utilized 5-fold evaluation 

o acquire the average precision, recall and F1-score for these 
lassifiers and compared them with the classifiers built with 

eature selection in Table 5 . 
The comparison shows that except for the recall of A B 

hich had the same score, the proposed approach with fea- 
ure selection outperforms for every metrics in each classifier.
f we compare the highest score, feature selection helped NB 
chieves a 0.38 higher recall than NB on the non-feature selec- 
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Table 5 – Feature selection vs. none-feature selection. 

Metrics DT NB AB LR RF SVM 

w/ Feature 
selection 

Precision 0.5338 0.5256 0.5292 0.7402 0.8332 0.5169 
Recall 0.5520 0.8080 0.5840 0.5760 0.5932 0.6321 
F1-score 0.5562 0.5086 0.5728 0.6423 0.6500 0.5634 

w/o feature 
selection 

Precision 0.5192 0.5065 0.5152 0.7011 0.7210 0.3463 
Recall 0.5060 0.4240 0.5840 0.5680 0.4356 0.5720 
F1-score 0.5261 0.4669 0.5471 0.5963 0.5997 0.4534 

Table 6 – Performance of SIIMCO and LogAnalysis: A com- 
parative summary. 

Approach F1-score Precision Recall 

LogAnalysis a 0.51 0.49 0.53 
SIIMCO 

a 0.59 0.58 0.60 
Our proposed approach 0.65 (RF) 0.83 (RF) 0.59 (RF) 

a The results are obtained from ( Taha and Yoo, 2016a , Fig.4). 
All the three approaches are evaluated on a common Enron Email 
dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

tion. Similarly, feature selection achieved 0.11 higher precision
and 0.05 higher F1-score. 

4.4. Proposed approach vs. existing works 

In this section, we compared the performance of our proposed
approach with SIIMCO ( Taha and Yoo, 2016a ) and LogAnal-
ysis ( Ferrara et al., 2014 ). For consistency, we evaluated the
proposed approach using a common Enron Email dataset 6 ,
since SIIMCO and LogAnalysis were reportedly evaluated by
(Taha and Yoo, 2016a, Fig. 4) using the same dataset. From
Table 6 , we observe that the proposed approach outperforms
both SIIMCO and LogAnalysis. For example, when all three
approaches were evaluated using the same dataset, our pro-
posed approach achieves a higher F1-score and precision rate
at 0.06 and 0.25,respectively. 

5. Discussion 

In this section, we discuss the findings detailed in the preced-
ing section. Specifically, we focus on the classifier selection,
the necessity of feature selection and the hidden knowledge
associated with our proposed approach and the existing ap-
proaches. 

5.1. Classifier selection 

A classifier may perform differently among metrics. As
Table 4 shows, RF had the best average F1-score as well as
three out of the five folds during the cross-validation (see
Table 3 ). In the three winning folds, a 0.02 to 0.21 higher F1-
score was observed. 
6 The raw dataset can be found from http://www. 
cs.cmu.edu/ ∼enron/ and https://github.com/Sun121sun/ 
ENRON- EMAILS- AND- EMPLOYEE . 

 

 

 

 

Although we recommend using F1-score as the default
metrics, our proposed approach can be customized by the dig-
ital investigators, based on their preference and case-specific
needs. For example, as Table 3 shows, RF would be a good
choice as RF had the best precision in 4 out of 5 folds (roughly
0.08to 0.18 higher than the second high classifier). On the
other hand, however, if the goal for an investigation was to
find as many suspects as possible, then recall should be the
metric of interest. Therefore, based on our findings, NB would
be a good candidate since it had the best average in every fold
(0to 0.32 higher than the second high classifier). 

5.2. Benefits of feature selection 

Our proposed approach benefits from feature selection in two
aspects. First, as Table 5 shows, feature selection results in sig-
nificant improvement for Precision, Recall and F1-score. Sec-
ond, using perplexity to determine that the number of fea-
tures(topics) is still large. From a digital investigator’s perspec-
tive, feature selection can help facilitate the sorting of top-
ics (not) relevant to the case. We argue that such sorted top-
ics/keywords may also facilitate in the discovery of additional
digital investigation artifacts. For example, Table 7 shows the
top 15 features (topics) obtained from one of the five folds
in the Nested Cross Validation. By comparing the employees’
name list with the known criminal list, we determined that 19
(of the 40 names included in these top sorted topics) are those
of the criminals (first/last). In addition to criminal names, fea-
ture selection could potentially retrieve additional digital in-
vestigation artifacts such as location, address or timestamp. 

Another benefit of applying sorted topics in digital investi-
gations is that the sorted topic can be used as a triage tool, in
the sense that red flag indicators may be identified from the
significant volume of data in the communication networks. As
an example, we ranked the Emails in the test set of a fold by
the probability of topic 106 and then manually analyzed the
content of the top 50 Emails – see Fig. 3 . Unsurprisingly, one of
the emails (Email Message-ID: 19471882.1075854486799.Java-
Mail.evans@thyme) shown in Fig. 5 was flagged. Specifically,
the email content is about a conversation between ‘suspect
59’ (anonymized due to privacy concerns; a former super ex-
ecutive of Enron Corporation), and ‘suspect 28’ (a former su-
per executive of Enron North America and Enron Energy Ser-
vices), who were reportedly sentenced to 24 years’ imprison-

http://www.cs.cmu.edu/~enron/
https://github.com/Sun121sun/ENRON-EMAILS-AND-EMPLOYEE
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Table 7 – The selected topics. 

Words in Red refer to the (first/last) name of criminals (replaced with code-name for privacy concerns). 
Words in Blue refer to a location. 
Words in Green refer to a year/month/date. 
( ∗Although the dataset is a publicly available, we remove the names of the individuals in this paper to avoid potential privacy implications.) 

Fig. 3 – The full dataset ranked by the probability of topic 106. 

Fig. 4 – The test dataset of one fold ranked by the probability of topic 106. 
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Fig. 5 – The evidential Email whose important was indicated by topic 106. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ment and 2.5 years’ imprisonment, respectively 7 , 8 . In addi-
tion, it was also reported that ‘suspect 28’ “turned over his
$4.2 million in illegal trading profits to the Justice Department,
and another $3 million to the Securities and Exchange Com-
mission”. Contents from the Email we located, as shown in
Fig. 5 , also showed that ‘suspect 28’ was advocating the use
of “ENA”, a newly established company, to ‘suspect 59’. In a
number of U.S. states, business owners are required to obtain
a business license. Therefore, it is easy for the recipient, in this
case, ‘suspect 59’ to search and find out the beneficial owner
of this business who happened to be ‘suspect 28’. Hence, to-
gether with other information / leads, this email could be of
digital investigative interest since one would know when the
conversation about this matter commenced. In addition, to
show if this topic is applicable for a larger scale of data we
applied the same approach to the entire dataset, comprising
47,468 Emails. As shown in Fig. 4 , as the scale of data increases,
the same email (i.e., Fig. 5 ) was also located within the top 200
emails. 

5.3. A comparative summary 

Our proposed approach is the first work to integrate LDA, fea-
ture selection and machine learning to online communication
digital investigation (and in this paper, we used email commu-
nication as the use case). 
7 http://www.washingtonpost.com/wp-dyn/content/article/ 
2009/10/13/AR2009101300782.html , last accessed Jul 13, 2020. 

8 https://www.chron.com/business/enron/article/ 
Judge- decries- Enron- exec- s- deeper- guilt- 1889810.php , 
last accessed Jul 13, 2020. 

 

 

One reason why there were significant true/false negatives
in LogAnalysis and SIIMCO is because both approaches were
built based on creating a overall graph of suspects’ relation-
ship, where a highly active user in the communication net-
work was usually over-weighted as a criminal. As an exam-
ple, ‘employee 57’, during our investigation, who had sent and
received 3247 and 847 Emails respectively was considered a
criminal in both existing approaches (i.e., a true negative). Our
proposed approach, on the other hand, focuses not only on
the relationship but also the communication content. In other
words, a user would be labeled as a criminal only if the mes-
sage (s)he sent/received were remarkably similar to a message
involved in a known criminal. Thus, based on ML techniques,
our proposed approach could provide a more reliable finding.
Using the same example, ‘employee 57’, was determined not
to be a criminal in our proposed approach. 

Our proposed approach consists of features that can ben-
efit digital investigators. For example, if the first priority of a
case is to cast a wide net and identify as many as suspects as
possible, the investigator should consider using the classifier
with the best recall. In the event that the aim is to obtain the
most reliable list of suspects, the investigator should consider
choosing the classifier with the best precision. And again, as
discussed in Section 5.2 , feature selection can benefit digital
investigation by providing these highly suspicious keywords. 

6. Conclusion and future work 

As communications become digitalized, online communica-
tion channels such as emails will become an increasingly im-

http://www.washingtonpost.com/wp-dyn/content/article/2009/10/13/AR2009101300782.html
https://www.chron.com/business/enron/article/Judge-decries-Enron-exec-s-deeper-guilt-1889810.php
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ortance source of evidence in criminal investigations (e.g.,
ake news and foreign influence in an election) and civil lit- 
gations (e.g., e-discovery and defamation). 

In this paper, we presented a ML-based platform for on- 
ine communication digital investigation, which also inte- 
rates feature selection and NLP. Using a real-world dataset,
e demonstrated its utility as well as how it outper- 

orms two other competing approaches, namely: LogAnalysis 
 Ferrara et al., 2014 ) and SIIMCO ( Taha and Yoo, 2016a ). 

Future research will include evaluating our proposed ap- 
roach using other datasets, such as the recent COVID-19 re- 

ated cyber criminal activities (e.g., frauds). This will also al- 
ow us to demonstrate the generalizability of our proposed ap- 
roach, for example how the approach can be used to identify 
erson(s)-of-interest. 
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